Tobit Regression with Sample Selection

Model specification
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Assume that the two real random variables Y¢, Y satisfy
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Forj=1,...,N, we observe realizations of <Y5]~, Yoj, XS]., XOj) , Where
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and where 0 < T < oo is a fixed known threshold. We want to estimate the unknown
parameters 6 = ( ,B/S, ﬁlo, 0, (7) using maximum likelihood which is (for one observation)
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where f is the joint density of Yy, Ys, and ¢, @, and P, are the pdf, cdf and joint cdf of the
standard normal random variable(s with correlation coefficient p).



